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Motivation

• Eric Topol’s “Deep Medicine” (2019) book indicates that in the 
US, by 2016, there were 800 million medical scans a year, 
accounting for about 60 billion images. Scaling this up based 
only on human labor is challenging

• Using Artificial Intelligence (AI) for medical image report 
generation (MIRG) could help hospitals deal with this large and 
growing demand

• MIRG does not mean replacing radiologists, but rather helping 
them being more efficient and effective
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Motivation



The patient-physician interaction

Alwin Yaoxian Zhang, et al.. 2019. Explainable AI: Classification of MRI Brain Scans Orders for Quality Improvement. In Proceedings of (BDCAT ’19). 
DOI:https://doi.org/10.1145/3365109.3368791



The MIRG task

• Given one or more patient’s input image(s), generate a text report of the 
findings section of a radiology report

Example from the IU X-ray dataset, frontal and lateral chest x-rays from a patient, alongside the report and the annotated tags.
XXXX is used for anonimization.



Motivation
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iHealth on Report Generation

Messina, Pino et al (2021) 
A Survey on Deep Learning and 
Explainability for Automatic Report 
Generation from Medical Images. 
ACM CSUR

Pino et al (2022) Clinically Correct 
Report Generation from Chest X-
Rays Using Templates, 
MLMI 2021

Messina, Cañete et al (2022) Two-
stage Conditional Chest X-ray 
Radiology Report Generation.
MedNeurIPS 2022.



The MIRG task – A higher level view

Messina, P, Pino, P et al. (2020) “A Survey on Deep Learning and Explainability for Automatic Report Generation from Medical Images”



Deep Learning



Deep Learning (2012 - …)

Image from https://mc.ai/aisaturdaylagos-the-torch-panther/

Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). Imagenet classification 
with deep convolutional neural networks. NeurIPS 2012.

https://mc.ai/aisaturdaylagos-the-torch-panther/
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Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). Imagenet classification 
with deep convolutional neural networks. NeurIPS 2012.
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Deep Learning (2012 - …) – Representation learning

??

Olah, et al., "Feature Visualization", Distill, 2017.

https://distill.pub/2017/feature-visualization/



Deep Learning (2012 - …) – Generative models



Traditional MIRG solution: Deep Learning

Encoder + Decoder Architecture

Parra, Besa (2022) “Multimodal, multitask and transfer learning for deep radiological report generation”



NLG: The encoder-decoder model for NLP/NLG

Encoder-decoder
networks, or sequence-
to-sequence networks, 
are models capable of 
generating contextually 
appropriate, arbitrary 
length, output 
sequences

The encoder-decoder architecture. The context is a function of 
the hidden representations of the input, and may be used by the 
decoder in a variety of ways.



Applications of E-D model

Machine Translation Summarization Question Answering



MIRG Architecture example

A CNN visual encoder + a language model decoder (e.g. LSTM)

Messina, P, Pino, P et al. (2020) “A Survey on Deep Learning and Explainability for Automatic Report Generation from Medical Images”



We need to combine architectures and representations!

E: CNNs v/s ViTx

D: Transformer-based



Datasets & training



Motivation

• 18 report datasets and 
9 classification datasets

Datasets



Motivation

• Open-UI Dataset (2015), MIMIC-CXR (2019). 
• Padchest (2019) Is the only one with Spanish reports, but after heavy text processing.

Main IMRG Datasets



Motivation

• Download from physionet
• Complete CITI training and comply with restrictions

MIMIC-CXR How to Use



Motivation
MIMIC-CXR extensions: Chest imagenome

Wu, J. T., Agu, N. N., Lourentzou, I., Sharma, A., 
Paguio, J. A., Yao, J. S., ... & Moradi, M. (2021). Chest 
imagenome dataset for clinical reasoning. arXiv
preprint arXiv:2108.00316.



Evaluation



• Quick progress of Deep Learning in Computer Vision and 
Natural Language Processing can potentially solve the task in a 
few years

• However, recent research in MIRG shows that:
• Traditional NLP/NLG metrics (BLEU, ROUGE, CIDEr, etc.) might not 

measure what is needed for actual clinical use
• Recent state-of-the-art methods based on sophisticated deep 

learning architectures achieve disappointing results compared to 
naïve baselines (clinical correctness or factual accuracy)

Motivation
Context



BLEU (Papineni et al., 2002)

• Counts n-grams matches in the ground truth
• Precision-based
• Brevity penalty
• BLEU-N uses up to N-grams (1-4)
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ROUGE (Lin, 2004)

• Finds the largest common subsequence
• Sentence A is a subsequence of sentence B if:

All words of A appear in the same order in B
B may have other words in between

• Harmonic average biased toward recall



• A key part of the current evaluation process is the CheXpert labeler, a tool 
developed at Stanford based on NegBio which labels the presence of 
abnormalities (limited to 13 + no finding)

Motivation
The Chexpert labeler

Irvin, J., Rajpurkar, P., Ko, M., Yu, Y., Ciurea-Ilcus, S., 
Chute, C., ... & Ng, A. Y. (2019, July). Chexpert: A 
large chest radiograph dataset with uncertainty 
labels and expert comparison. In Proceedings of 
the AAAI conference on artificial intelligence (Vol. 33, 
No. 01, pp. 590-597).

Peng, Y., Wang, X., Lu, L., Bagheri, M., Summers, R., 
& Lu, Z. (2018). NegBio: a high-performance tool 
for negation and uncertainty detection in 
radiology reports. AMIA Summits on Translational 
Science Proceedings, 2018, 188.



• Findings sections and three generated reports, with BLEU (B), ROUGE-L (R-L) 
and Chexpert metrics calculated. Correct sentences are in bold and and 
incorrect sentences are in italics.

Motivation
Context II: An example



Motivation
Context II: An example



Motivation
Context II: An example



Motivation
Context II: An example



• CNN-TRG detects abnormalities in the image using a CNN 
abnormality classifier and fixed sentences as templates for text 
generation.

• Sentence generation: single or grouped-based (e.g. all cardio).

Motivation
Our initial approach: CNN-TRG



Experiments
• Task: Generate the Findings section, keeping only frontal chest X-rays

• Using both IU X-ray an MIMIC-CXR:
• IU X-ray: 7,470 images and 3,955 reports
• MIMIC-CXR: 377,110 images and 227,827 reports

• Train/validation/test split:
• IU x-ray: random split 80/10/10, MIMIC-CXR: official train/validation/test split

• Metrics: 
• NLP/NLG: BLEU (B) [0-1], ROUGE-L (R-L) [0-1], CIDEr-D (C-D) [0-10]
• Clinical correctness: Chexpert-labeler (P, R, F-1) and MIRQI (P, R, F-1)
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Experiments II : Baselines
• Naïve models:

• Fixed constant report
• Random report
• 1-NN: copy the report of the most similar image in the dataset

• Deep Encoder-Decoder:
• Our CNN visual encoder (p.t. as CNN-TRG) + LSTM with attention as decoder 

(p.t. RadGLove)

• Other models:
• We present the results reported in the original articles (we only implement 

CoAtt)
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Results in MIMIC-CXR
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Results in MIMIC-CXR
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Results in MIMIC-CXR
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Conclusion
• CNN-TRG Clinical Correctness. Our  template-based  models  

outperform  all  other  models  (naïve and DL-based) in  terms  of  
clinical  correctness,  both  in  Chexpert and MIRQI  F-1  scores. 

• NLP vs Clinical Correctness. Naive models achieve higher NLP 
performance than CNN-TRG and comparable to some SOTA models, 
even though they are not clinically useful by design. However, naive 
models achieve very  low  performance  on  Chexpert and  MIRQI.
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• What do we do if we do not have templates for 
other abnormalities?

We need an actual generator (NLG)

Motivation
What to do without templates?



Motivation
MedNeurIPS 2022: Two-stage conditional report generation
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Motivation
MedNeurIPS 2022: Is the NLG considering the input image?



Motivation
Flamingo-Med



Motivation
LLAVA-Med



SOTA & Challenges



• Very active research area, but validation and generalization has big room ahead

Motivation
State-of-the-art (SOTA)



• How to make the Chexpert labeler deal with evaluation on: 
• Other abnormalities (beyond 13 original)
• Other parts of the body (beyond Chest)
• Other image modalities

Motivation
The Chexpert labeler – move ahead and faster



• Methods like CAM, gradCAM, integrated and saliency maps are useful but they 
are susceptible to adversarial attacks

Motivation
Explainability



• Methods like CLIP seem promising, but radiology reports have long text so 
traditional methods might work in a straight-forward manner

Motivation
Contrastive Multimodal learning



Challenges
• Expand to other pathologies & images’ types (MRI, CT-Scan, Echotomography, etc.)

• Generate to other languages beyond English

• Deal with multimodal input (text, images, videos, tabular)

• Interpretable AI: explain predictions of results

• Improve generalization (OOD samples): transfer learning, metalearning, etc.

• Evaluation: NLG metrics vs actual clinical diagnostic
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