
Aprendizaje profundo para generación de 
reportes radiológicos: modelos de visión, de 
lenguaje y multimodales para imágenes 
médicas

Denis Parra
CS Departament, PUC Chile (iHealth, CENIA, IMFD)

Invited talk - Magíster en Informática UACh
2023



This research in collaboration with:

• Cecilia Besa (UC School of Medicine)
• Álvaro Soto (CENIA & UC)
• José Cañete (former CENIA, now Wallmart)
• René Vidal (UPenn)
• Jocelyn Dunstan (UC School of Engineering)
• UC CS Students: Pablo Pino, Pablo Messina
• MSc UC Students: Greg Schuit, Francisco Madariaga
• Undergraduate UC students: Valeria Salas, Itan Felszentein



Millennium Institute for 
Intelligent Healthcare 

Engineering (iHEALTH) 2021- …

C. Prieto (Director), M. Andía (Deputy Director), C Besa, R 
Botnar, S Chabert, P Estévez, D Mery, D Parra, M Rodríguez, R 

Salas, S Uribe



UFMG – DCC Week

Challenges need to be tackled in an interdisciplinary manner

Medical Imaging 
Physics/Engineering

Clinical 
translation

Physio-pathology & 
sensors

Artificial 
Intelligence

6 Senior Investigators

~20 Young and 
Adjunct Investigators 

~40 MSc, PhD, 
postdocs and ECR  

(per year)
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CENIA: Centro Nacional de 
Investigación en Inteligencia
Artificial 2021 - …

A. Soto (Director), M. Peña (Deputy Director), et al.



UFMG – DCC Week

Principal researchers 
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• Alvaro Soto, UC

• Bárbara Poblete, UChile

• Eduardo Cerpa, UC

• Paula Aguirre, UC

• Pedro Maldonado, UChile

• Marcela Peña, UC

• Cristóbal Rojas, UC

• Pablo Barceló, UC

• Marcelo Mendoza, USM

• Denis Parra, UC

• Domingo Mery, UC

• + 23 investigadores 
asociados/jóvenes/colaboradores 



UFMG – DCC Week

Line 1: Deep Learning for Vision and Language
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New theories and methods to continue 
unraveling the potential of Deep 
Learning (DL) for creating advanced 
cognitive systems with a focus on 
vision and language.
Applications to generate new theories 
about the learning mechanisms behind 
DL and its generalization abilities.

Leaders: Mery, Parra y Soto https://github.com/openai/CLIP



Back to Medical Imaging: TOC

• Motivation
• The MIRG task
• Deep Learning
• Vision Models
• Language Models
• Multimodal Models
• Discussion



Motivation

• Eric Topol’s “Deep Medicine” (2019) 
book indicates that in the US, by 
2016, there were 800 million medical 
scans a year, accounting for about 
60 billion images. Scaling this up 
based only on human labor is 
challenging

• Using Artificial Intelligence (AI) for 
medical imaging and reporting could 
help hospitals deal with this large 
and growing demand
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• Eric Topol’s “Deep Medicine” (2019) 
book indicates that in the US, by 
2016, there were 800 million medical 
scans a year, accounting for about 
60 billion images. Scaling this up 
based only on human labor is 
challenging

• Using Artificial Intelligence (AI) for 
medical image report generation 
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with this large and growing demand
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Motivation

• By 1975, the mean time allotted 
for office visits was 60 min (new 
patients) and 30 min (returning). By 
2019, this had changed to 12 min 
and 7 min, respectively

• AI does not mean replacing 
radiologists, but rather helping them 
being more effective and spending 
more time caring for the patients



The patient-physician interaction

Alwin Yaoxian Zhang, et al.. 2019. Explainable AI: Classification of MRI Brain Scans Orders for Quality Improvement. In Proceedings of (BDCAT ’19). 
DOI:https://doi.org/10.1145/3365109.3368791



The MIRG task

• MIRG: Medical Image Report Generation
• Given one or more patient’s input image(s), generate a text report of the 

findings section of a radiology report

Example from the IU X-ray dataset, frontal and lateral chest x-rays from a patient, alongside the report and the annotated tags.
XXXX is used for anonimization.



Motivation
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iHealth/CENIA on Radiology Report Generation

Messina, Pino et al (2021) 
A Survey on Deep Learning and 
Explainability for Automatic Report 
Generation from Medical Images. 
ACM CSUR

Pino et al (2022) Clinically Correct 
Report Generation from Chest X-
Rays Using Templates, 
MLMI 2021

Messina, Cañete et al (2022) Two-
stage Conditional Chest X-ray 
Radiology Report Generation.
MedNeurIPS 2022.



The MIRG task – A higher level view

Messina, P, Pino, P et al. (2020) “A Survey on Deep Learning and Explainability for Automatic Report Generation from Medical Images”



Deep Learning



Deep Learning (2012 - …)

Image from https://mc.ai/aisaturdaylagos-the-torch-panther/

Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). Imagenet classification 
with deep convolutional neural networks. NeurIPS 2012.

https://mc.ai/aisaturdaylagos-the-torch-panther/


Deep Learning (2012 - …)

Image from https://mc.ai/aisaturdaylagos-the-torch-panther/

Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). Imagenet classification 
with deep convolutional neural networks. NeurIPS 2012.

https://mc.ai/aisaturdaylagos-the-torch-panther/


Deep Learning (2012 - …) – Representation learning

Traditional Machine Learning:

Feature Engineering made by 
experts 

(color histograms, SIFT, LBP, etc.)



Deep Learning (2012 - …) – Representation learning

Olah, et al., "Feature Visualization", Distill, 2017.

https://distill.pub/2017/feature-visualization/

Deep Learning:

Features are learned by 
the model



Traditional MIRG solution: Deep Learning

Encoder + Decoder Architecture

Parra, Besa (2022) “Multimodal, multitask and transfer learning for deep radiological report generation”



MIRG Architecture example

A CNN visual encoder + a language model decoder (e.g. LSTM)

Messina, P, Pino, P et al. (2020) “A Survey on Deep Learning and Explainability for Automatic Report Generation from Medical Images”



We need to combine architectures and representations!

E: CNNs v/s ViTx

D: Transformer-based



Modelos de Visión



CNNs: Convolutional Neuronal Networks



CNNs: AlexNet, VGG

VGG [5] introduced by the Visual Geometry 
Group at Oxford U., increased network depth 
by using smaller convolution filters (3x3)

138 million parameters

AlexNet (Krizhevsky et al, 2011) was the first 
CNN with significant performance 
improvement in ImageNet challenge

60 million parameters



ResNet (CNN): State of the art baseline

He, K., Zhang, X., Ren, S., & Sun, J. (2016). Deep residual learning for image recognition. In Proceedings of the IEEE conference on 
computer vision and pattern recognition (pp. 770-778). 

ResNet introduces the residual block to ease the training of networks that are 
substantially deeper than AlexNet, VGG, and GoogLeNet.

ResNet-50 has aprox. 23 million parameters



ResNet for caption prediction

In 2021, the UC Chile Team won the 
Caption Prediction task of the international 
Medical ImageCLEF challenge with a 
ResNet classification backbone
https://www.aicrowd.com/challenges/imageclef-2021-caption-caption-
prediction/leaderboards

Castro, V., Pino, P., Parra, D., & Lobel, H. (2021).  PUC Chile team at Caption Prediction: ResNet visual encoding and caption classification with Parametric ReLU. ImageCLEF
2021 (pp. 1174-1183).

https://www.aicrowd.com/challenges/imageclef-2021-caption-caption-prediction/leaderboards
https://www.aicrowd.com/challenges/imageclef-2021-caption-caption-prediction/leaderboards


DenseNet

DenseNet modifies ResNet by concatenating feature maps from
previous layers.

Source: https://lightning.ai/docs/pytorch/stable/notebooks/course_UvA-
DL/04-inception-resnet-densenet.html

DenseNet is more difficult to 
train than ResNet but it 
promotes reutilization of 
features, which can be 
useful in certain visual tasks

Zhang, C., Benz, P., Argaw, D. M., Lee, S., Kim, J., 
Rameau, F., ... & Kweon, I. S. (2021). Resnet or 
densenet? introducing dense shortcuts to resnet. 
In Proceedings of WCACV

https://lightning.ai/docs/pytorch/stable/notebooks/course_UvA-DL/04-inception-resnet-densenet.html
https://lightning.ai/docs/pytorch/stable/notebooks/course_UvA-DL/04-inception-resnet-densenet.html


DenseNet for image classification and report generation

Our first method for report generation, CNN-TRG based on text
templates, used a DenseNet-101 visual encoder backbone.

Pino, P., Parra, D., Besa, C., & Lagos, C. (2021). Clinically correct report generation from chest x-rays using templates. In Machine Learning in Medical Imaging: 12th International 
Workshop, MLMI 2021, Held in Conjunction with MICCAI 2021, Strasbourg, France, September 27, 2021, Proceedings 12 (pp. 654-663). Springer International Publishing.

Code: 
https://github.com/pdpino/medical-ai

https://github.com/pdpino/medical-ai


Visual Transformer

Transformers were introduced in NLP, but they made their
way to visual tasks as well as to medical imaging

Shamshad, F., Khan, S., Zamir, S. W., Khan, M. H., Hayat, M., Khan, F. S., & Fu, H. (2023). Transformers in medical imaging: A survey. Medical Image Analysis, 102802.



Visual Transformer: Medical imaging tasks

Shamshad, F., Khan, S., Zamir, S. W., Khan, M. H., Hayat, M., Khan, F. S., & Fu, H. (2023). Transformers in medical imaging: A survey. Medical Image Analysis, 102802.



Visual Transformer: Medical imaging tasks

Is this really SOTA? IS NOT !



The sad truth: CNNs still competitive

• Results presented in M2 article are 
Micro-F1 (and results presented 
are average over the top-5 results)

• Dataset is imbalanced: Macro-F1 is 
the most appropriate metric

* M2 Macro F-1 = 0.333
vs.
* CXR-TRG Macro F-1 = 0.428 

Shamshad, F., Khan, S., Zamir, S. W., Khan, M. H., Hayat, M., Khan, F. S., & Fu, H. (2023). Transformers in medical imaging: A survey. Medical Image Analysis, 102802.



CNNs or ViT?

• CNNs still very competitive w.r.t. Transformers in visual 
tasks

• ViTs report results slightly better or similar to CNNs, they
are not outperforming them as in NLP

• Good results by combining both approaches

Shamshad, F., Khan, S., Zamir, S. W., Khan, M. H., Hayat, M., Khan, F. S., & Fu, H. (2023). Transformers in medical imaging: A survey. 
Medical Image Analysis, 102802.



Modelos de Lenguaje



¿Qué es un modelo de lenguaje?

• Un modelo de lenguaje es 
un modelo que asigna 
probabilidades a 
secuencias de palabras

• Formalmente, es una 
distribución de 
probabilidad sobre 
oraciones en un lenguaje.

ChatGPT escribe una novela

Los pulmones están inflamados



¿Qué es un modelo de lenguaje?

• La mayoría de los LMs
actuales estiman la 
probabilidad 
condicional de la 
“siguiente palabra” 
dado un contexto 
previo 

𝑃𝜭 ⋅ 𝐿𝑎 𝑠𝑖𝑙𝑢𝑒𝑡𝑎)
cardiaca

felina

cardiovascular



Modelos de Lenguaje Neuronales

• Casi todos los LMs actuales son modelos de lenguaje 
neuronales, es decir, una red neuronal se usa para estimar 
los parámetros la distribución de probabilidad condicional 

𝑃𝜭 ⋅ 𝐿𝑎 𝑠𝑖𝑙𝑢𝑒𝑡𝑎)



Attention is all you need: The Transformer

• Unlike computer vision
where there is still no 
large performance gap 
between CNNs and 
ViT…

• In NLP, the
Transformer has 
largely outperformed
RNN/LSTM models



Attention is all you need: The Transformer

• Self-attention

Encoder

Encoder

Online draft of “Speech and Language Processing” (3rd ed.) by Jurafsky and Martin 
https://web.stanford.edu/~jurafsky/slp3/



Self-attention versus RNN architectures

• The inherently sequential
nature of recurrent networks
makes it hard to do 
computation in parallel. 

• These considerations led to the
development of transformers, 
an approach to sequence
processing that eliminates
recurrent connections

X X X X



Language Model Architectures

• Encoder-only, Decoder-only, Encoder-Decoder

Encoder Decoder DecoderEncoder

e.g. BERT e.g. GPT e.g. BART, T5

Text Classification Text Generation Translation, 
Summarization



Encoder Example: BERT

https://jalammar.github.io/illustrated-bert/

e.g. BERT



E-D Example: T5, FLAN-T5

Chung, H. W., Hou, L., Longpre, S., Zoph, B., Tay, Y., Fedus, W., ... & Wei, J. (2022). Scaling 
instruction-finetuned language models. arXiv preprint arXiv:2210.11416.

Raffel, C., Shazeer, N., Roberts, A., Lee, K., Narang, S., Matena, M., ... & Liu, P. J. 
(2020). Exploring the limits of transfer learning with a unified text-to-text 
transformer. The Journal of Machine Learning Research, 21(1), 5485-5551.

#parameters: 60M (T5-small) – 220M 



Text-only tasks in Radiology

• A NLP task in radiology 
is generating the 
Impression from 
Findings as a 
summarization task

• In BioNLP 2023 (ACL) 
there was a challenge 
about this task

https://aclanthology.org/2023.bionlp-1.45/



Using LLM for impression summarization

• The team shs-nlp (Siemens) 
leveraged the BloomZ LM to create
RadBloomz (RBz)

• BloomZ (300M to 176B parameters) 
is based on BLOOM (176B), 
BigScience Large Open-science
Open-access Multilingual Language
Model

• BLOOM has a Megatron GPT2 
architecture

Karn, S. K., Ghosh, R., & Farri, O. (2023). shs-nlp at RadSum23: Domain-
Adaptive Pre-training of Instruction-tuned LLMs for Radiology Report 
Impression Generation. arXiv preprint arXiv:2306.03264.

https://huggingface.co/bigscience/bloomz

https://huggingface.co/bigscience/bloom



Using LLM for impression summarization

• An interesting result of the
shs-nlp team is that zero-
shot RBz worked better
than after additional
finetuning

Karn, S. K., Ghosh, R., & Farri, O. (2023). shs-nlp at RadSum23: Domain-Adaptive Pre-training of Instruction-tuned LLMs for Radiology 
Report Impression Generation. arXiv preprint arXiv:2306.03264.



Lessons from BioNLP 2023 Report Summarization Challenge

• Modelos de Lenguaje usados: BART, T5, OFA, 
BLOOMZ, BioBart, SciFive

Additional strategies:
• Freezing layers during fine-tuning to prevent 

overfitting
• Model ensembling
• Data augmentation with back-translation
• Prompt tuning
• Injecting linguistic information via different pre-

training trasks

https://aclanthology.org/2023.bionlp-1.45/



Using a LLM as a surrogate expert labeler

• Another NLP tasks are 
sentence ranking and 
Natural Language 
Inference (NLI)

• But this requires too 
many annotations 
from experts

• Why not using LLMs as 
surrogate experts 
labelers ?

Messina P. et al (2023)  under review



Modelos Multimodales 
Visión-Lenguaje



Motivation
Resuming the report generation task

¿How to use text and visual data to improve
either or both representations?

P(granuloma within right lung |                 )
???



Motivation
Multimodal Deep Learning

Akbari, H., Yuan, L., Qian, R., Chuang, W. H., Chang, S. F., Cui, Y., & 
Gong, B. (2021). Vatt: Transformers for multimodal self-supervised learning 
from raw video, audio and text. Advances in Neural Information Processing 
Systems, 34, 24206-24221.

Purpose: learn features 
over multiple modalities



Motivation
Multimodal Applications

If we consider two modalities, text and images:

● Retrieval (image <> text)
● Captioning (image -> text)
● Generation (text -> image)
● Visual question answering (image+text -> text)
● Multimodal classification (image+text -> label)
● Better understanding/generation (image+text -> label/text)



Motivation
Brief History I

First models attempt to generate 
visual-semantic embeddings

Image captioning was the first MM task 
using end-to-end DL for multimodality

https://web.stanford.edu/class/cs224n/slides/Multimodal-Deep-Learning-CS224n-Kiela.pdf



Motivation
Brief History II

https://web.stanford.edu/class/cs224n/slides/Multimodal-Deep-Learning-CS224n-Kiela.pdf

Visual BERTs: VisualBERT, ViLBERT, LXMERT, etc. 



Motivation
Brief History III

https://web.stanford.edu/class/cs224n/slides/Multimodal-Deep-Learning-CS224n-Kiela.pdf



Motivation
MedNeurIPS 2022: Two-stage conditional report generation



Motivation
MedNeurIPS 2022: Two-stage conditional report generation



Motivation
MedNeurIPS 2022: Two-stage conditional report generation



Motivation
MedNeurIPS 2022: Is the NLG considering the input image?



Motivation
BioNLP 2023 Report Summarization challenge: OFA/CheXOFA

The winner of the report 
summarization challenge in 
BioNLP 2023 used OFA and 
finetuned it

OFA: Unifying Architectures, Tasks, and Modalities Through a 
Simple Sequence-to-Sequence Learning Framework

https://arxiv.org/pdf/2202.03052.pdf



Motivation
Flamingo -> Flamingo-Med

https://web.stanford.edu/class/cs224n/slides/Multi
modal-Deep-Learning-CS224n-Kiela.pdf

https://github.com/snap-stanford/med-flamingo

Moor, M., Huang, Q., Wu, S., Yasunaga, M., Zakka, C., Dalmia, Y., ... & 
Leskovec, J. Med-flamingo: A multimodal medical few-shot learner. July 
2023. arXiv preprint arXiv:2307.15189.



Motivation
LLAVA -> LLAVA-Med

https://llava-vl.github.io/ https://github.com/microsoft/LLaVA-Med



Motivation
Google Palm -> MedPalm 2



Motivation
GPT4-V

• GPT4-V is capable 
of generating 
radiological reports

• OpenAI does not 
currently 
recommend its use

… we do not consider the current version of GPT-
4V to be fit for performing any medical function or 
substituting professional medical advice, diagnosis, 
or treatment, or judgment…



Motivation
Modelos Generativos: RoentGen

• Se han hecho 
populares modelos 
como DALLE-2 y 
Guided Difussion para 
generar imágenes a 
partir de texto

• RoentGen es un 
sistema que genera 
imágenes de Rayos X 
de pecho dado el texto 
de impresión

https://stanfordmimi.github.io/RoentGen/



Discussion



• An important challenge 
is the need to generate 
public clinical databases 
in order to accelerate 
advances.

• This need is even 
greater in languages 
other than English

Motivation
Need for more public data



Motivation
Biases and Discrimination

• Using generative models like GPT or 
RoentGen can be useful for data 
augmentation

• Risk: increasing biases and not 
creating improvements in 
populations different from those of 
the original data



Motivation
Learning with imbalanced Data

Long-Tailed Classification of Thorax Diseases on 
Chest X-Ray: A New Benchmark Study

https://gholste.me/publication/holste-dali-2022/holste-
dali-2022.pdf

https://gholste.me/publication/holste-dali-2022/holste-dali-2022.pdf
https://gholste.me/publication/holste-dali-2022/holste-dali-2022.pdf


• Inability of AI models to recognize 
“when they don't know” 
(uncertainty)

• Very active research area, but 
problem is still unsolved

Motivation
LLMs & Hallucinations



• Not yet

• Even if it is solved there are other challenges for 
supporting medical practice:
• Follow-up of patients over subsequent sessions
• Diagnosis -> Prognosis, Precision Medicine
• Recommend need for other image modalities or exams

Motivation
Is the problem of report generation solved?



Challenges
• Expand to other pathologies & images’ types (MRI, CT-Scan, Echotomography, etc.)

• Generate to other languages beyond English

• Deal with multimodal input (text, images, videos, tabular, Genomic data, etc.)

• Interpretable AI: explain predictions of results

• Improve generalization (OOD samples): transfer learning, metalearning, etc.

• Evaluation: NLG metrics vs actual clinical diagnostic



Thanks!

* Questions to denis.parra@uc.cl


