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ABSTRACT
There are very few works about explaining content-based
recommendations of images in the artistic domain. Current
works do not provide a perspective of the many variables in-
volved in the user perception of several aspects of the system
such as domain knowledge, relevance, explainability, and
trust. In this paper, we aim to fill this gap by studying three
interfaces, with different levels of explainability, for artistic
image recommendation. Our experiments with N=121 users
confirm that explanations of recommendations in the image
domain are useful and increase user satisfaction, percep-
tion of explainability and relevance. Furthermore, our results
show that the observed effects are also dependent on the
underlying recommendation algorithm used. We tested two
algorithms: Deep Neural Networks (DNN), which has high
accuracy, and Attractiveness Visual Features (AVF) with high
transparency but lower accuracy. Our results indicate that
algorithms should not be studied in isolation, but rather in
conjunction with interfaces, since both play a significant role
in the perception of explainability and trust for image rec-
ommendation. Finally, using the framework by Knijnenburg
et al., we provide a comprehensive model which synthesizes
the effects between different variables involved in the user
experience with explainable visual recommender systems of
artistic images.
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1 INTRODUCTION
Online artwork recommendation has received little attention
compared to other areas such as movies [1, 17] and music
[6, 29]. Most research on artwork recommendation deals with
studies on museum data [3, 4, 37, 41], but there is little work
with datasets of online artwork e-commerce systems [20,
31]. In the latest decade, online artwork sales are booming
due to the influence of social media and new consumption
behavior of millennials, and at the current growth rate, they
are expected to reach $9.58 billion by 20201.
The first works in the area of artwork recommendation

date from 2006-2007 such as the CHIP [3] project, which
implemented traditional techniques such as content-based
and collaborative filtering for artwork recommendation at
the Rijksmuseum, and the m4art system by Van den Broek
et al. [41], which used histograms of color to retrieve similar
artworks where the input query was a painting image. More
recently, deep neural networks (DNN) have been used for
artwork recommendation and are the current state-of-the-
art model [9, 20], which is rather expected considering that
1https://www.forbes.com/sites/deborahweinswig/2016/05/13/
art-market-cooling-but-online-sales-booming/
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DNNs are the top performing models for obtaining visual
features for several tasks, such as image classi�cation [28],
and scene identi�cation [38]. More recently, Messina et al.
[31] compared the performance of visual features extracted
with DNNs versus traditional visual features (brightness,
contrast, LBP, etc.), �nding that DNN visual features had
better predictive accuracy. Moreover, they conducted a pilot
study with a small group of art experts to generalize their
results, but they did not conduct a user study with a larger
sample of experts and non-experts art users. This aspect is
important since past works have shown that o�-line results
might not always replicate when tested with actual users
[25, 30], and also domain knowledge is an important variable
to explain the user experience with a recommender system
[2, 24, 35].

The aforementioned works miss one important aspect of
the user experience with recommender systems: explain-
ability. Artwork recommendations based on visual features
obtained from DNNs, although accurate, are di�cult to ex-
plain to users, despite current e�orts to make the complex
mechanism of neural networks more transparent to users
[34]. In contrast, features of visual attractiveness, despite
being less accurate to predict user preference [31], could be
easily explained, based on color, brightness or contrast [36].
Explanations in recommender systems have been shown to
have a signi�cant e�ect on user satisfaction [39], and no pre-
vious work has shown how to explain recommendations of
images based on visual features. Hence, there is no study of
the e�ect on users when explaining images recommended by
a Visual Content-based Recommender (Hereinafter, VCBR).
To the best of our knowledge, there is neither a research
which fully combines in a single model di�erent indepen-
dent variables such as interface, explanation, algorithms, and
domain knowledge, in order to explain several dimensions
of the user experience with a VCBR such as perception of
relevance, diversity, explainability and trust.

Objective.In this paper, we research the e�ect of explain-
ing artistic image suggestions. In particular, we conduct a
user study on Amazon Mechanical Turk (N=121) under three
di�erent interfaces and two di�erent algorithms. The three
interfaces are: i) no explanations, ii) explanations based on
similar images, and iii) explanations based on visual fea-
tures. Moreover, the two algorithms are: Deep Neural Net-
works (DNN) and Attractiveness Visual Features (AVF). In
our study, we used images provided by the online store
UGallery(http://www.UGallery.com/). Finally, we contribute
with a Structural Equation Model based on the framework
by Knijnenburg et al. [24] in order to fully explain the user
experience with a explainable VBCR of artistis images.

Research Questions.To drive our research, the following
three questions were de�ned:

� RQ1. Given three di�erent types of interfaces, one
baseline interface without explanations and two with
explanations but di�erent levels of transparency, which
one is perceived as most useful?

� RQ2. Furthermore, based on the visual content-based
recommender algorithm chosen (DNN or AVF), are
there observable di�erences in how the three interfaces
are perceived?

� RQ3. How do independent variables such as algorithm,
explainable interface and domain knowledge interact
in order to explain the user experience with the recom-
mender systems in terms of perception of relevance,
diversity, explainability and trust?

Outline.Our work is structured as follows: In Section 2
we survey relevant related work and explain how our work
di�ers from previous work in the area. Section 3 introduces
the explainable interface recommendation approaches and
the algorithms, and discusses the study procedure to evaluate
these. Then, in Section 4 we present the results, including the
subsection 5 that presents the global SEM which connects
all the studied variables, and �nally section 6 concludes the
paper and provides an outlook for future work.

2 RELATED WORK

Relevant related research is collated in two sub-sections:
�rst, we review research on recommending artistic images
to people. Second we summarize studies on explaining rec-
ommender systems. Both are important to our problem at
hand. The �nal paragraph in this section highlights the di�er-
ences to previous work and our contributions to the existing
literature in the area.

Recommendations of Artistic Images. The works of
Aroyo et al. [3] with the CHIP project and Semeraro et al. [37]
with FIRSt (Folksonomy-based Item Recommender syStem)
made early contributions to this area using traditional tech-
niques. More complex methods were implemented recently
by Benouaret et al. [4], using context obtained through a mo-
bile application, that makes a museum tour recommendation.
Finally, the work of He et al. addresses digital artwork recom-
mendations based on pre-trained deep neural visual features
[20], and the work of Dominguez et al. [9] and Messina et
al. [31] compared neural against traditional visual features.
None of the aforementioned works performed a user study
under explanation interfaces to generalize their results.

Explaining Recommender Systems. There are some
related works in the general area of explanations for recom-
mender systems [22, 39]. Though a good amount of research
has been published in the area about making explanations us-
ing tags [43], social connections [40], linked-open data [33],
methods with soft-probabilistic logic [26] as well as visually-
enhanced recommendation interfaces [5, 11, 19, 27, 35, 42],
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to the best of our knowledge, no previous research has con-
ducted a user study to understand the e�ect of explaining
recommendation of artistic images based on di�erent visual
features.

The closest works in this aspect are researches oriented
to automatically add caption to images [13, 32] or to explain
image classi�cations [21], but they are not directly related
to personalized recommender systems.

Di�erences to Previous Research & Contributions.
To the best of our knowledge this is the �rst work which
studies the e�ect of explaining recommendations of images
based on visual features. In a previous study, we conducted
a preliminary analysis of these e�ects [10], but here we con-
tribute with a full model. Our contributions are then three-
fold: i) we analyze and report the e�ect of explaining artistic
recommendations especially for VCBR, ii) with a user study
we validate o�-line results stating the superiority of neu-
ral visual features compared to attractiveness visual features
over several dimensions, such as users' perception of explain-
ability, relevance, and trust, and iii) we present a structural
equation model, based on the framework by Knijnenburg et
al. [24], in order to characterize all the variables involved in
the user experience with a explainable VCBR of art images.

3 METHODS

In the following section we describe in detail our study meth-
ods. First, we introduce the dataset chosen for the purpose of
our study. Second, the two algorithms chosen for our study
are revealed. Third, we explain the design choices for the
three di�erent explainable visual interfaces implemented
which we evaluate. Finally, the user study procedure is ex-
plained.

Materials

For the purpose of our study we rely on a dataset provided
by the online web storeUGallery, which has been selling
artwork for more than 10 years [44]. They support emergent
artists by helping them sell their artwork online. For our
research, UGallery provided us with an anonymized dataset
of 1,371 users, 3,490 items and 2,846 purchases (transactions)
of artistic artifacts, where all users have made at least one
transaction. On average, each user bought 2-3 items over
recent years .

Visual Recommendation Approaches

As mentioned earlier in this paper, we make use of two
di�erent content-based visual recommender approaches in
our work. The reason for choosing content-based methods
over collaborative �ltering-based methods is grounded in
the fact that once an item is sold via the UGallery store, it
is not available anymore (every item is unique) and hence
traditional collaborative �ltering approaches do not apply.

Figure 1: Model architecture of the AlexNet Convolutional
Deep Neural Network used to extract visual features from
images.

DNN Visual Feature (DNN) Algorithm.The �rst algorithmic
approach we employed was based on image similarity, itself
based on features extracted with a deep neural network. The
output vector representing the image is usually called an
image's visual embedding. The visual embedding in our ex-
periment was a vector of features obtained from an AlexNet,
a convolutional deep neural network developed to classify
images [28], which architecture is shown in Figure 1. In
particular, we use an AlexNet model pre-trained with the
ImageNet dataset [8]. Using the pre-trained weights, for ev-
ery image a vector of 4,096 dimensions was generated with
the Ca�e2 framework. We resized every image to a227x227
image. This is the standard pre-processing needed to use the
AlexNet.

A�ractiveness Visual Features (AVF) Algorithm.The second
content-based algorithmic recommender approach employed
was a method based on visual attractiveness features. San
Pedro and Siersdorfer in [36] proposed several explainable
visual features that to a great extent, can capture the at-
tractiveness of an image posted on Flickr. Following their
procedure, for every image in ourUGallerydataset we obtain
a vector of explicit visual features of attractiveness, using
the OpenCV software library3: brightness, saturation, sharp-
ness, colorfulness, naturalness, entropy, and RGB-contrast.
A more detailed description of these features:

� Brightness: It measures the level of luminescence of an
image. For images in theYUVcolor space, we obtain the
average of the luminescence componentY.

� Saturation: It measures the vividness of a picture. For im-
ages in theHSVor HSLcolor space, we obtain the average
of the saturation componentS.

� Sharpness: It measures how detailed is the image.

2http://ca�e.berkeleyvision.org/
3http://opencv.org/
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