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ABSTRACT

A large body of research in recommender systems focuses on op-
timizing prediction and ranking. However, recent work has high-
lighted the importance of other aspects of the recommendations, in-
cluding transparency, control and user experience in general. Build-
ing on these aspects, we introduce MoodPlay, a hybrid recom-
mender system music which integrates content and mood-based fil-
tering in an interactive interface. We show how MoodPlay allows
the user to explore a music collection by latent affective dimen-
sions, and we explain how to integrate user input at recommen-
dation time with predictions based on a pre-existing user profile.
Results of a user study (N=240) are discussed, with four conditions
being evaluated with varying degrees of visualization, interaction
and control. Results show that visualization and interaction in a la-
tent space improve acceptance and understanding of both metadata
and item recommendations. However, too much of either can result
in cognitive overload and a negative impact on user experience.

1. INTRODUCTION

Recommender systems have become invaluable tools for help-
ing users find useful information online. There are well established
algorithms, such as Collaborative and Content-Based Filters and
Matrix Factorization, used across a variety of domains to recom-
mend digital content or merchandise. Due to its unique consump-
tion characteristics, music falls into a domain where alternative ap-
proaches to the traditional recommendation problem can help. For
instance, we can listen to the same track several times without de-
creasing satisfaction. Compared to other domains (e.g. movies),
the consumption of music is fast and more context dependent. In
this paper, we focus on building an interactive recommender sys-
tem that suggests music artists based on contextual information.
We present interaction mechanisms that allow the user to guide the
system based on affective state, which in turn adapts to changes of
listening context. There are several music recommender systems
that employ different types of context (daily activity [48], time of
the day [3], music genre [25], etc.). However, no previous work has
integrated affective context for music discovery into a visual and in-
teractive recommendation system. Throughout the paper, we use a
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broad term affect to refer to both mood and emotion. Moods, be-
ing more permanent and less intense than emotions, are commonly
used in recommendation research as tags to describe music. On
the other hand, most psychology models, including the one used
in our system, focus on emotions. Experimental evidence shows
a strong relation between emotion and music [22] and previous
research in affect-based recommender systems produced improve-
ments over their non-contextual alternatives [13, 44]. Furthermore,
the importance of building interactive recommender interfaces that
go beyond the static ranked list paradigm to improve user satisfac-
tion with a system has been studied in the past [12, 16, 5, 21, 47,
34, 29] and it is supported by results showing that small improve-
ments in accuracy do not always correlate with better user satisfac-
tion [28, 23]. Our goal is to build a recommender system with an
interactive interface that supports discovery of unknown, interest-
ing items via interaction in an affective space. We frame our work
around the following research questions: How can metadata such
as affective information be visually represented for a recommender
system? How can interaction, explanation and control be supported
over such a visualization? What are the effects of such interactive
visualizations on the user experience with a recommender system,
and what is the right amount of interaction? In our effort to answer
these questions, we have produced the following key contributions:

e A novel visual interface for recommendation. A visualiza-
tion that maps moods and music artists in the same latent space,
supporting item exploration and user control.

o Affect-based recommendation method. A novel, hybrid rec-
ommendation algorithm for affect-based and audio content-based
music recommendation.

e Enhanced interaction techniques. We introduce several new
interaction mechanisms for hybrid recommendation in a latent
space. For instance, trail-based and radius-based techniques.

e Structural model for interaction tasks. We present an eval-
uation of the system through an online experiment (N=240).
Empirical results show interesting relations between user inter-
action, trust, and user perception, summarized in a structural
model. We propose further research on interface design for ex-
ploratory tasks in recommender systems.

2. RELATED WORK

Visual Approaches to Recommendations. MacNee e al. [28]
and Konstan et al. [23], highlight the need for more user-centric
research in recommendations, since small improvements in rec-
ommender accuracy do not necessarily improve users’ satisfaction.
However, research on visual and interactive interfaces has started to
grow only in recent years. Examples include visualizations of mu-
sic and work-related online communities — SFViz [15], [52], col-
laborative filtering recommenders with rich user interactions such



Figure 1: Screenshot of the MoodPlay interface, divided into
three sections: (a) pane for entering artist names, (b) latent
mood space visualization, (c) recommendation list, along with
slider for adjusting mood influence

as PeerChooser [31] and SmallWorlds [16], and interactive visu-
alizations for recommending conference talks — TalkExplorer [47]
and SetFusion [34]. There is also a range of systems that support
dynamic critiquing of an algorithm, such as Pu et al. [37] and Chen
et al. [8]. For a detailed review of visual and interactive recom-
mender systems, read Chen et al. survey [19]. To the best of our
knowledge, Moodplay is the first interactive music recommender
system that maps the artists in a latent, navigable, affective space.

Affect-based Recommendations. The important role of emo-
tions in human decision-making [36, 30] has made affect an ac-
tively studied variable in context-aware recommender systems. For
instance, Masthoff et al. [26] integrated affective state in a group
recommender, while Gonzdlez et al. [14] incorporated the emo-
tional context in a recommender for a large e-commerce learning
guide. More relevant to our work, Park et al. [32] developed a
music recommender that uses mood inferred from context informa-
tion. More recently, Tkalcic ef al. [45, 17] introduced a framework
to identify the stages where emotion can be used for recommenda-
tion. MoodPlay models the user profile based on a set of artists,
represents it in an affective latent space derived from GEMS model
[51] and uses it to recommend new artists.

Recommendation of music artists. Recommendations in the
music domain include approaches to recommend tracks [7, 24], al-
bums [33], playlists [25, 2, 18] and artists [5, 20]. Particularly
relevant to our aim at recommonding artists, Hijikata et al. [20]
used a Naive Bayes recommender to recommend artists, while Bo-
standjev et al. [5] proposed a hybrid recommender system with a
visual interactive interface — TasteWeights. Compared to the pre-
vious research in the field, we innovate by using artists’ affective
representation to compute similarity within a user-controllable rec-
ommendation interface.

Affect-based Visualizations of Music Collections. Russell’s
circumplex model of affect [39], which represents emotions and
moods as a mixture of valence and arousal, is the most popular
model used in affect-based visualizations. Yang et al. [49] incor-
porated it into their music retrieval method, and commercial appli-
cations such as Habu [43] and Musicovery [6] use it as a platform
for music selection. However, many emotions cannot be uniquely
characterized by valence and arousal values [9] and models derived
from general research in psychology may not be suitable for mu-
sical emotions [50]. To address this issue, we propose a visual
representation of music-specific affective dimensions, employing
the hierarchical classification of emotions in the GEMS model by
Zentner et al. [51].

Category ~ Sub-category No. of moods ~ Example moods

Sublimity ~ Tenderness 24 Delicate, romantic, sweet
Peacefulness 22 Pastoral, relaxed, soothing
‘Wonder 24 Happy, light, springlike
Nostalgic 9 Dreamy, rustic, yearning
Transcendence 10 Atmospheric, spiritual, uplifting
Vitality Power 29 Ambitious, fierce, pulsing, intense
Joyful activation 32 Animated, fun, playful, exciting
Unease Tension 32 Nervous, harsh, rowdy, rebellious
Sadness 18 Austere, bittersweet, gloomy, tragic
Fear * 10 Spooky, nihilistic, ominous
Lethargy * 8 Languid, druggy, hypnotic
Repulsiveness * 10 Greasy, sleazy, trashy, irreverent
Other * Stylistic * 19 Graceful, slick, elegant, elaborate
Cerebral * 12 Detached, street-smart, ironic
Mechanical * 7 Crunchy, complex, knotty

Table 1: Structure and description of MoodPlay mood hierar-
chy. Categories and sub-categories marked with * are the ex-
pansions from the original GEMS model.

3. THE MOODPLAY SYSTEM

MoodPlay is accessible via web browser and its user interface
consists of three sections: input, visualization and a recommenda-
tion panel. Users construct profiles by entering names of artists
via an interactive drop-down list (Figure 1a). Based on the mood
information associated with profile artists, the system positions a
user avatar in a precomputed latent mood space (Figure 1b) and
recommends new artists (Figure 1c).

Our interface design follows Shneiderman’s visual information
seeking mantra [41] by providing an overview, allowing zooming
and panning the visualization, allowing filtering based on mood
categories and toggling the visibility of details!. Recommenda-
tions are displayed as a ranked list in the right panel and the cor-
responding artist nodes are highlighted within the visualization.
Upon clicking on names of the recommended artists, users are redi-
rected to Last.fm where they can listen to the recommended music.
They can also provide feedback by clicking on the stars below artist
names.

Adaptivity of music recommenders is particularly important due
to the dynamic nature of the listening context [42]. Thus, we model
the change of a user’s preference by enabling the movement of the
avatar within visualization and maintaining an editable array of trail
marks, weighted by distance from the current position (Figure 1.b).
Finally, our recommendation approach accounts for the fact that
mood-based similarity between artists does not necessarily match
audio based similarity. Therefore, we allow users to adjust the
mood influence via a slider control (Figure 1c¢) which dynamically
re-sizes a catchment area around the current avatar position. The
weaker the mood influence, the more we rely on audio similarity to
calculate recommendations, and vice-versa.

3.1 A Visual Model of Affect

In order to show the relation between artists and moods in a two-
dimensional space, we collected and analyzed Rovi mood meta-
data [10] for 4,927 artists. Each artist in our dataset is characterized
by between 5-20 weighted moods out of 289, and represented with
a vector X € R?®°. Correspondence analysis [40] was used to
reduce dimensionality to the 2D layout shown in Figure 1.

For the purpose of identifying potential clusters in our mood
space, we explored whether our visual map fits into the hierarchi-
cal, music-specific emotion model proposed by Zentner et al. [51]
- GEMS. This model consists of 3 main categories (vitality, uneasi-
ness, sublimity), 9 sub-categories and 45 music relevant emotion

"Details in public video https://youtu.be/vHIq5kuSocM



words distributed across different sub-categories. To perform our
hierarchical classification of moods, we employed a WordNet [46]
similarity tool [35] to calculate similarity scores between 289 Rovi
and 45 GEMS mood words. The following steps were taken to
reduce the observed classification error rate: (1) we created new
mood categories to accommodate moods that do not belong to any
of the GEMS categories, (2) 23 of the least frequently used mood
tags in Rovi were discarded. Once the moods were classified, three
clusters emerged in the 2D mood space. For visual explanation,
we color each mood node according to the category it belongs to -
vital moods are red, uneasy are green and sublime are blue, and we
overlay Venn diagrams over the clusters.

Dataset. MoodPlay relies on a static music dataset of 4,927 artists,
partially obtained randomly from Million Songs Dataset [4] and ex-
panded by popular artists from the public EchoNest database [11]
using proprietary metrics familiarity and hotttness. Mood data for
each artist was obtained via Rovi API and the top ten most popular
songs for each artist along with corresponding audio analysis data
were obtained from EchoNest. Finally, artists in the recommenda-
tion list are linked to their external profile on Last.fm, where users
can listen to artist songs.

3.2 Generating Recommendations

Recommendations are generated by the following three steps:

Offline computation of artist similarity. Artists’ pairwise sim-
ilarity, based on mood and audio content, is calculated offline and
stored in two separate data structures. Mood-based similarity be-
tween any two artists is a function of their Euclidean distance in the
affective space produced by correspondence analysis. To calculate
audio-based similarity, we first identify the 10 most popular songs
for each artist in our database via the EchoNest API and obtain au-
dio analysis data for the the total of 49,270 songs from the same
source. Following the approach by McFee et al. [27], obtained
audio analysis data contains timbre, tempo, loudness and key con-
fidence attributes, which are used to represent each song with a
vector v; € R%'®. Finally, an accelerated approach for nearest-
neighbor retrieval that uses maximum-variance KD-tree data struc-
ture was used to compute similarity between songs, since it is has
a good balance of accuracy, scale and efficiency.

Online recommendation. During a user session, MoodPlay rec-
ommends new artists similar to the artists the user enters into her
profile. First, we determine the overall mood by calculating the
centroid of profile artist positions as a mean along x and y axes,
where we then place the user avatar. Artists found within the ad-
justable radius around the centroid are all potential candidates for
recommendation because they are considered to reflect the latent
moods derived from the user’s input. Among the candidate artists,
we select the ten most similar to the user profile based on pre-
computed audio similarity data, rank them by distance from user
position and display first five as recommended artists.

Trail-based recommendation. In this novel, adaptive recom-
mendation approach, users are allowed to move in the affective
space while we keep track of each new position and apply a decay
function to the preference trail when recommending new artists.
Recommendations from the last position in the trail are assigned
the greatest weight, because we presume that the most recent mood
area of interest is the most relevant to user. The weights further
decrease as a function of hop distance from the end of the trail. At
each trail mark, we apply the recommendation algorithm described
in the previous sub-sections, which produces an initial set of rec-
ommendation candidates. We then calculate adjusted distances d,
between each trail mark and corresponding recommendation candi-
dates in the following way. First, we normalize distances between

Feature o @ 3 @
Profile generation X X X
Ordered list of recommendations ~ x X X X
Display of latent mood space X X
Navigation in latent mood space X X
Hybridization control X X
Trail based recommendations X
Number of subjects 68 60 51 61

Table 2: Availability of different features per experimental con-
dition. Last row in the table shows the number of valid subjects
in each condition.

the trail mark and artists because radius can vary among trail marks.
If the distances were not normalized, many relevant artists would
be falsely considered irrelevant and would not appear in the final
recommendation list. Next, we adjust the normalized distances for
each trail mark based on the corresponding weights using the for-
mula dq =dn+AX(|T|—17), where d,, is a normalized distance, A
is a decay constant, |T'| is a total number of trail marks and 7 is an it-
erator over the trail marks. After several tests, we found that weight
constant A performs the best when calculated as: A = 7,in /4,
where 7,5, 1s the minimal recommendation radius. The larger the
value of A, the steeper the decay function is. Finally, the recom-
mendation candidates are sorted based on adjusted distances, and
top five are recommended to user.

4. EVALUATION

Evaluating recommender systems that contain interactive com-
ponents is particularly challenging because of complex and poten-
tially diverse interplay between the human participant and the au-
tomated algorithm. A crowdsourced study of 397 users was per-
formed to allow for analysis of different interaction patterns with
the MoodPlay recommender. After filtering out users we did not
deem as valid, i.e., those who incorrectly answered attention check
questions, 240 valid sessions remained.

Experimental Conditions. To understand the effects of mood-
based interactions with a recommendation algorithm and to inde-
pendently evaluate the influence of the MoodPlay visualization from
an explanatory perspective, four conditions were tested, as shown
in Table 2. The conditions have increasing visual and interaction
complexity. Conditions (1) and (2) are based on a preexisting user
profile while conditions (3) and (4) also allow for user input to
the algorithm at recommendation time through interaction with the
latent affective visualization. Figure 1 shows the full system, as
tested in condition 4.

Participants. MTurk participants were paid a fixed amount of
$1.30 per study. Ages ranged from 18 to 65 with an average range
of 25-30. 57% were male. When asked about music tastes, 80%
said they listen to music frequently. Reported use of streaming
services such as Pandora was normally distributed.

Procedure and Rating Collection. Participants accepted the
study on MTurk and were redirected to a Qualtrics [38] pre-study
with demographic and propensity related questions. Following this,
they were randomly assigned a condition and performed the main
task. Finally, participants gave qualitative feedback in a post study,
also administered through the Qualtrics platform. During the main
task, participant were asked to enter at least three profile items from
a drop-down list, shown on the left in Figure 1. In all conditions,
this profile was used to generate a list of 5 recommendations, that
were shown on the right side of the screen. Ratings were collected
for 5 items in an initial recommendation list, based on the user
profile. Participants were then allowed to interact freely with the
system to generate as many intermediate recommendation lists as



they wished. For each of these lists, they were required to rate at
least the top 2 items. Once satisfied, they again rated the full list
of items for the final list. In addition to rating individual items,
participants were required to provide an overall list rating for each
list that was generated.

S. RESULTS AND DISCUSSION

Now that we have described the study design and setup, we
present results in three areas. First, we describe a user interac-
tion analysis, followed by a more holistic system evaluation using
a structural equation model.

Limitations. During the study setup, a computational error was
made during the indexing of artists and their positioning in the
mood space. This resulted in a number of the artists being assigned
to incorrect mood meta-data. In particular the error affected 37%
of the artists significantly. The consequence of this error was that
the first step in the hybrid recommendation phase —prediction of
artists with similar mood, contained some noise. However, the sec-
ond step, which is based on audio content features, was unaffected
by the error. Accordingly, we focus our evaluation on user char-
acteristics, interaction with the interface and experience, and place
less attention on ratings-based analyses. A follow-up experiment is
underway with a corrected model to assess these aspects in detail.

User Interaction. Conditions (1) to (4) in this experiment have
increasing visual and interactive complexity. In order to understand
the cost of observed differences in rating accuracy or user experi-
ence, an analysis of the time spent in the recommendation session
was performed for each condition. In conditions (1) and (2), ses-
sions lasted about 6 minutes on average, while in conditions (3)
and (4), sessions averaged about 8§ minutes. As expected, more
time was spent in the interactive conditions (3 and 4). However, an
interesting result was that from these two, people spent less time in
the trail-based condition. While we do not have a significant result
on rating accuracy, we did observe a trend towards higher ratings
in condition 3. This will be examined more closely in the followup
study.

Cognitive Load. Albers [1] states that learning new system in-
teractions requires additional work and remembering, and users
prefer to optimize their cognitive resources. In our study, we ob-
served an effect relating the novel interactive features introduced
and user’s perception of understanding them. Condition (1) was
perceived, as expected, significantly less confusing than the other
three conditions (p < 0.05 in all 3 cases). Now, with respect to the
agreement with the question The system helped me understand and
compare moods of different artists, we conducted non-parametric
Wilcoxon tests and we found that the agreement with the statement
is close to significantly larger in condition (2) than in condition
(1), W =2389, p = .019, a-level= 0.0167 (we tested three hy-
potheses, so the original & = .05 becomes § = .0167). These
results, although not conclusive, are indicative that the Moodplay
visualization increases user understanding, but additional interac-
tions (avatar, trails, etc.) might promote too much cognitive strain
and they should be adjusted.

Structural Model. Since the MoodPlay system combines a rec-
ommendation algorithm, an interactive interface and subjective ex-
periences of participants in the experiment, there are many vari-
ables that interact with each other. To study these interactions,
several structural equation models [21] were tested over the per-
sonal characteristics of users from the pre-study; objective system
aspects that were controlled in each condition; subjective aspects
from the post study questionnaires and observed dependent vari-
ables from analysis of the system log data. Figure 2 shows the re-
sult of one such model with a reasonable fit to the data (X ?(240) =

Observed Aspects
(Dep. Vars.)

Personal Characteristics (PC)

Propensity to

e | [ower | |

Total Time Using
System

Interaction Level

0.09**

Objective System Aspects (OSA) (Indep,
Latent Space Interaction &
Visualization Navigation

0.4%%%

Average Final
Rating

T
Subjective Aspects (Dep. ¥ars) 0.64

Understanding

Trust Accuracy of Recs Control

| I 0. 9%** I

0.79%**

Perceived Perceived |

| Perceived

Figure 2: Structural equation model for variables in the ex-
perimental data, computed using Onyx. Significance levels are
PEER n 001, *#F p<.01, 'ns’ p>.05. All factors in the model
have been scaled to have a standard deviation of 1. Arrows are
directed and edge values represent (3 co-efficients of the effect.

190,p < 0.05). In this representation, edge thickness highlights
the stronger effect sizes and values can be positive or negative, in-
dicating effect direction. Notably, trust (both propensity and per-
ceptive trust) plays an important role in how users perceive and un-
derstand recommendations. Visualization of the latent space causes
an improvement in perceived accuracy. Gender influences degree
of interaction, while participant age was more likely to influence
the total time spent in the system, with older people spending more
time on their interactions.

6. CONCLUSION & FUTURE WORK

In this work we presented and evaluated MoodPlay —a hybrid
recommender system for musical artists which introduces a novel
latent space visualization based on mood tags. The system sup-
ports explanation and control of affective data through an interac-
tive interface, and these data are applied to a user-controlled hybrid
recommendation algorithm. Design and implementation of an on-
line experiment (N=240) was presented to evaluate the MoodPlay
system. Key findings include that participants generally liked ex-
ploring moods in the interactive latent space. Our study indicates
some relation between level of interaction and cognitive strain. For
example, introducing recommendation trails in the system might
have produced a drop in several user experience metrics, this ob-
served result opens an avenue for further research. In future work
we will explore further the relation among personal characteris-
tics, user perception and interaction with the ratings provided to
the recommended suggestions. We will also investigate how differ-
ent levels of interaction impact performance and cognitive load in
information filtering tasks.
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